Online Map Validation for Autonomous Driving
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ABSTRACT

Self-driving cars typically depend on high-definition (HD) maps for computing a driving strategy at areas inside and outside their field of view. Data in HD maps, however, can be outdated and erroneous. It is therefore of critical importance to validate this information before its use. We propose two complementary approaches for online map validation which promise sufficient performance for being effectively used on board in series production cars. The first approach builds a model-based framework. The second utilizes deep similarity learning.
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1 INTRODUCTION

Autonomous vehicles promise to radically change and improve the way mobility affects society [7]. A recent study of Continental AG shows that safety is of great concern, e.g. 57% of the German population stated to be concerned about their reliability [9]. High Definition (HD) road maps contain both semantic, e.g. driving rules, and geometric features, e.g. lane structure, with accuracy in the range of approximately ten centimeters [5]. Map data can be considered as a sensor whose field of view is not affected by traffic conditions, but sends information with potentially unknown and extensive latency, e.g. maps can be days, or weeks old. In 2012, there have been 20,000 construction sites in Munich, Germany [3], which can lead to short or long term changes in the road structure. A discrepancy between the content of an HD map and the actual environment can lead to faulty system behavior which may cause violation of the safety constraints. In order to mitigate the risk of using data from invalid HD maps, it is of paramount importance to detect outdated or erroneous map data before this data is used for autonomous driving.

Previous work mainly focuses on algorithms for Simultaneous Localization and Mapping (SLAM) [6] and online road model generation [1], which both map the environment of a mobile robot or an autonomous vehicle. While these algorithms could be used for the purpose of map validation, their goal is to build a model of the vehicle environment. Our work aims to validate a HD map by directly comparing its content against sensor data, without having to build a model of the environment first. We expect that the proposed strategy will yield better performance than existing methods based on SLAM or online road model approaches with lower computational requirements.

2 PROPOSED APPROACH

For the purpose of map validation, two approaches are developed. First, a framework models the validity of the map based on spatial and temporal correlation of sensor measurements. Probabilities for valid, invalid and unknown state of an HD map are represented in a grid structure. The second relies on a deep neural network for representation learning, in order to perform a binary classification between valid and invalid scenes. The two approaches complement each other and we expect strong benefits from a synergetic use of the two on board.

2.1 Model based approach

Spatial and temporal correlations are explicitly modeled and used for interpolating sensor measurements, which can only be gathered on limited areas and at irregular time intervals, e.g. due to sensor occlusion. This idea extends the concept of occupancy grids [4] for the characterization of the map validity: the environment is discretized and the value of each cell represents the probability, that the specific cell of the map is valid. Furthermore, in this framework, the hypothesis of independent cells is substituted by a notion of spatial correlation among points of the grid.

The validity of a map is modeled by a probability distribution defined over space and time. The correlation among measurements leads to a smooth variation of map validity that takes into consideration where and when sensor data has been collected. The probability distribution can take more than just two values, e.g. valid or invalid, by including values such as unknown.

By explicitly modeling the correlation of map validity, this approach can be exploited to estimate the validity of the map in areas
where limited information is available. Although flexible, the proposed approach is subject to the assumption of known correlation values among measurements. While it is reasonable to assume correlation of spatial points close to each other, the exact definition of the correlation function is unknown and its approximation may largely affect the validation algorithm. Figure 1 shows an example of the probability distribution over space. In order to use the previous defined method, the knowledge of the surrounding environment is fundamental. For this reason, a fusion among different sensors is performed by a Bayesian Network [11]. The latter is able to represent a set of variables and their conditional dependencies via a directed acyclic graph combining the information in a probabilistic framework.

2.2 Deep Representation Learning

With this data driven approach, we focus on the validation of the geometrical aspects of HD maps. We expect it to be suited especially for elements, that are difficult to model such as complex geometric road shapes such as intersections.

During the recent years supervised, deep learning models have shown great performance in computer vision tasks on image data [10]. In multi-modal representation learning, the input of different sources is converted to a joined latent space [8]. This approach is used for online map validation in order to compare the on-board sensor measurements to the map data. For generating training data, map information and different sensor modalities of the vehicle are recorded during test drives. Subsequently, they are converted into an image representation as shown in Figure 2. Data pairs of the same recording time are labeled as valid samples. Due to the sparsity of erroneous map data on the test routes, invalid samples are created by matching map and sensor images with different time stamps. The trained models are evaluated against an unseen test set consisting of construction sites, which have not been modelled in the HD maps.

The binary decision of the map’s validity is based on comparing map and sensor data in a compressed representation. In previous work Siamese Neural Networks are used to determine, whether two images show the same content e.g. for face recognition [2]. A body consisting of two convolutional neural networks (CNN) of the same architecture takes map and sensor data as input. Each network is processing one source of input, respectively. These CNNs are trained to extract high level structures of their input to feature vectors in the same latent space. Based on these feature representation of map and sensor data, binary classification is performed by a decision head. The feature extractor and the classification network are trained simultaneously in an end-to-end fashion to reduce the cost over the assigned labels.

A challenge for training a deep learning model for map validation is the limited amount of invalid samples. In this approach, training and testing data have different structure, which is usually critical in deep learning algorithms. In the training data, map and sensor images from different time stamps are shown and therefore differ largely in the shown content. The test set features construction sites which change only parts of the road structure (e.g. block a lane). Training samples which match the test set better can lead to better results, but are hard to obtain.

3 CONCLUDING REMARKS

In the model-based approach, the developed framework can be easily extended for different sources of information. It is suitable when the modelling process is known or easy to approximate and permits to define the relation between multiple sources of information directly in a way which is understandable for a human observer. One drawback is the high number of parameters which have to be defined manually.

For a deep learning approach, the model is not described explicitly since it is directly recovered from the data. Complex comparisons between different data sources can be made if enough training data is available. Especially the sparsity of invalid samples is increasing the difficulty in this approach. Furthermore, deep learning models add high computational costs on the vehicle’s processing unit.

Since the occurrence of map invalidity will cause reduced driving functionality or human intervention, further work has to be conducted on localizing the concrete invalid part of the map. If the false information does not affect the driving strategy, or missing information can be compensated by the vehicle’s sensors, driving experience will benefit greatly.
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